
• Results

Ø En/EsCTC achieve	superior	performance	to	the	CTC	

baseline	and	show	better	generalization	ability.
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• Introduction	for		CTC

Ø Connectionist	Temporal	Classification	(CTC)	is	

a popular objective	function	for	end-to-end	

sequence	learning tasks, including	speech	

recognition	and	scene	text	recognition.

Ø CTC	learns	by	maximum	likelihood	estimation	

over	the	summation	of	all	feasible	path	

probabilities,	
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• CTC	peaky	distribution	problem

Ø Output	paths	with	peaky	distribution.

Ø Output	overconfident	paths.

Ø Lack exploration among feasible	paths.

• Maximum	Conditional	Entropy	Regularization	for	CTC	

(EnCTC)

Ø We	propose	an	entropy	based	regularization	term	that	prevents	

the	entropy	of	the	feasible	paths	from	decreasing	too	fast,	leading	

to	better	generalization	and	exploration.

!67"#" = !"#" − 89()(-|*, +)),

where	8 controls	the	strength	of	the	regularization.
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• Equal	Spacing	CTC	(EsCTC)

Ø We	propose	to	enforce	equal	spacing	constraints	in	order	to	

explicitly	rule	out	the	unreasonable	alignments.
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Ø We	further	prove	that	among	all	segmentation	sequences,	the	

equal	spacing	one	can	reach	the	maximum	entropy.
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Figure1:	scene	text	recognition	predictions	of	an	example	 image

Figure	1:	The	evolution	of	prediction	and	error	signal

Table2�Comparisons	with	the	state-of-the-art	methods

Table1�Evaluation	of	generalization Figure2�Path	pruning	rate	by	EsCTCp a r i t y
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